Today, there are many astronomy datasets provided by various top research groups and companies. Each dataset can be unimodal including images, various natural measures like spectrum, radio waves, redshift, stellar mass, etc, or can be multimodal containing various pairs of unimodal E.g. image-spectrum, image-redshift, etc. Technologies cause datasets to grow drastically, and consequently, working on these datasets is more challenging.

Common deep-learning approaches are based on data that are labeled by humans. This is so time-consuming, and due to the size of the data, it may not be possible to prepare labeled datasets. In this regard, new methods are proposed to take advantage of many available unlabeled datasets. Self-supervised learning tries to generate pseudo-labels from the unlabeled datasets, and train models supervisely. Some self-supervised learning approaches are contrastive learning, mask autoencoders, etc.

Models proposed for astronomy are so task-specific. It means that each of them cannot be utilized for other tasks or data, and they lack generality. Instead of putting time and effort into training task-specific models, we can train a larger model that can be employed for many tasks with only small modifications. This is the main concept of the foundation model, and also the goal that we desire to reach it.

In the proposed foundation model for the galaxy morphology, several tasks like galaxy classification, similarity search, and natural measures prediction like stellar mass, and redshift, applying the foundation model for unseen new data can be employed, and be compared with other proposed foundation models.

Different possible models:

* Propose new foundation models based on unimodal and multi-modal datasets using mask autoencoder, combinations of the mask autoencoder, and contrastive learning, applying some possible modifications to the available methods.
* Propose a larger foundation model using pre-trained models based on ensemble learning methods.
* Applying different fine-tuning approaches to new and previous models and investigating their effectiveness.
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